Photodissociation dynamics of formaldehyde: \( H_2 (\nu,J) \) vector correlations
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Several bipolar moments of the \( H_2 (\nu,J) \) correlated angular momentum and velocity distribution produced from the photodissociation of formaldehyde near the threshold for dissociation have been measured by analysis of Doppler-resolved LIF line shapes. It is determined that the fragment \( H_2 (\nu,J) \) correlation is not at the limit of \( \nu,J \), but is closer to the limit of \( \nu,J \) than to \( \nu,J \). The rotation of the excited \( H_2 CO \) during the \( 10^{-7} - 10^{-8} \) s before dissociation does not completely wash out the lab-frame vector correlations. Anisotropy parameters as large as 0.85 and as small as \( -0.41 \) have been measured; these are outside the limits imposed by classical models of parent rotation. A quantum mechanical model for parent rotation is introduced that accounts for the large magnitude of the measured anisotropy parameters. Photolysis on the \( \gamma \gamma_0 (0) \) line of the \( 4^1 \) band produces fragments with \( \beta < 0 \) while photolysis on the same rotational transition of the \( 2^1 \gamma_1 / 2^1 \gamma_1 \) band produces fragments with \( \beta > 0 \). It is not known if the different anisotropies are caused by differences in the parent transition dipole moment or by differences in the dissociation dynamics. The simple impulsive model that reproduces the fragment rotational distributions and product quantum-state correlations does not adequately describe the measured \( H_2 (\nu,J) \) vector correlations.

I. INTRODUCTION

Formaldehyde is an excellent molecule for the study of photofragmentation for a variety of reasons.\textsuperscript{1} Its well resolved \( S \)–\( S \) spectrum allows excitation to single rovibrational levels and the reaction dynamics can be unraveled in great detail as all photodissociation products can be probed.\textsuperscript{2–7} This system is also theoretically tractable with state-of-the-art \textit{ab initio} techniques.\textsuperscript{8–12}

The mechanism for molecular dissociation is well known:\textsuperscript{1}

\[
\begin{align*}
H_2 CO (S_0) &+ h\nu \rightarrow H_2 CO (S_1,\nu,J,K_a,K_c) \\
&\rightarrow H_2 (\nu,J) + CO (\nu,J).
\end{align*}
\]  

(1)

The electronically excited \( H_2 CO \) internally converts to highly excited vibrational levels of the ground electronic state, where it dissociates over a steep barrier. Past studies of the photofragmentation have concentrated on the energy disposal in the products. These include measurements of the CO vibrational distribution,\textsuperscript{2} the \( \nu,J \) distribution by laser-induced fluorescence (LIF),\textsuperscript{3} the \textit{ortho} \( H_2 \) \( \nu,J \) distribution by coherent anti-Stokes Raman spectroscopy (CARS),\textsuperscript{4,5} and the translational energy distribution by time-of-flight mass spectrometry.\textsuperscript{13} For photolysis energies near the barrier to dissociation, the CO product is highly rotationally excited with little vibrational energy (88% in \( \nu = 0 \)).\textsuperscript{2} The \( H_2 \) vibrational distribution\textsuperscript{4,5} peaks at \( \nu = 1 \) and the rotational distribution is approximately Boltzmann-like with \( T_{\text{rot}} \) decreasing as the vibrational state increases.\textsuperscript{5,7}

Most of the available energy released (65%) appears as relative translational energy.

Past experiments have measured the scalar properties of formaldehyde photodissociation. Recently, it has become possible to determine vector correlations from the analysis of fragment LIF Doppler profiles.\textsuperscript{14–17} The vectors involved are the photolysis laser polarization \( \vec{e}_p \), the transition dipole moment of the parent molecule \( \vec{\mu} \), the velocity of the fragment \( \vec{v} \), and the angular momentum of the fragment \( \vec{J} \). The excitation laser preferentially excites parent molecules whose transition dipole moments are along the polarization axis of the laser. Although the parent dissociates on a time scale long compared to its rotational period, the anisotropy of the rotational state of the excited parent is carried over to the fragment's translational recoil direction and angular momentum vector. This results in \( \langle \vec{\mu} \cdot \vec{v} \rangle \), \( \langle \vec{\mu} \cdot \vec{J} \rangle \), and \( \langle \vec{\mu} \cdot \vec{v} \cdot \vec{J} \rangle \) correlations. In addition, the repulsive force of the dissociation can result in a \( \langle \vec{v} \cdot \vec{J} \rangle \) correlation, which unlike the other correlations, is not smeared out by parent rotation. A full set of these correlations exists for each fragment, \( H_2 \) and CO. The magnitudes of these vector correlations are sensitive to the photofragmentation dynamics and should provide good tests of dynamical models and potential surface shapes.

This work is a continuation of the most recent experiments,\textsuperscript{6,7} where \textit{ortho} and \textit{para} \( H_2 \) rotational distributions and alignments were measured from the photodissociation of formaldehyde in a molecular jet under collisionless conditions using Doppler-resolved vacuum ultraviolet (VUV) LIF spectroscopy. It was found that the rotational distributions of \textit{ortho} and \textit{para} \( H_2 \) from \( H_2 CO \) photolysis near the barrier to dissociation are Boltzmann-like \( (J_{\text{peak}} \approx 3–4) \) and of nearly identical shape.\textsuperscript{7} In addition, a product quantum state correlation was observed: higher vibrational states of \( H_2 \) are correlated with lower rotational states of \( CO \).\textsuperscript{6,7}

This paper reports the \( H_2 (\nu,J) \) vector correlation measurements obtained from the Doppler-resolved LIF line shapes. Dixon's\textsuperscript{18} expansion of the correlated angular momentum and velocity distribution in terms of the expectation

\[ J_{\text{peak}} \approx 3–4 \]
values of bipolar harmonics is used for the data analysis described in Sec. II. In Sec. III, Dixon’s line shape analysis is shown to agree well with Hall et al.’s density matrix quantum approach for fragments with $J = 1$. Section III also discusses the vector correlation results and compares them to the results of the simple impulsive model that previously has had success describing the $H_2$ and CO rotational distributions and product quantum state correlations.7

II. ANALYSIS AND RESULTS

The experimental details have previously been described.3 Formaldehyde was excited with a UV laser to single rotational levels of the $v = 1$ and $2$ vibrational bands of $S_i$ in a pulsed supersonic free jet. Because nuclear spin is conserved during the dissociation,14 para and ortho $H_2$ (even and odd $J$) are produced by photolysis of para and ortho $H_2$CO (even and odd $K_	ext{c}$). Para $H_2$CO was photolysed on the $P^1(0)\sigma$ line and ortho $H_2$CO was photolysed on the $P^1(1)\sigma$ line.20 There was no evidence for saturation of the $H_2$CO transition, as the $H_2$CO fluorescence intensity was proportional to the photolysis laser power. The nascent $H_2$ ($v, J$) product was probed 50–100 ns after photolysis by vacuum-ultraviolet (VUV) laser-induced fluorescence (LIF) on the $B^1Σ^+_u - X^1Σ^+_g$ transition. Figure 1 shows the three experimental geometries employed in this experiment. The jet axis, the laser propagation direction, and the fluorescence detection direction were mutually orthogonal. The polarizations of both the photolysis and probe lasers were linear, with a degree of polarization greater than 94% as measured by a Glan–Thompson air spaced polarizer.

The correlations between the parent dipole moment $\mathbf{m}$, the $H_2$ rotational vector $\mathbf{J}$, and the product velocity vector $\mathbf{v}$ are extracted using Dixon’s line shape analysis.14,21 If the fragments are assumed to have a delta function velocity distribution at $v$, then the LIF Doppler profile is given by

$$g(\chi_D) = (2\Delta v_D)^{-1} \left[ g_0 + g_S P_{g}(\chi_D) + g_A P_{a}(\chi_D) + g_P P_{\sigma}(\chi_D) \right],$$

(2)

where $\Delta v_D = v_D/\sigma$ is the maximum Doppler shift ($v_D$ is the line center and $\sigma$ is the average product velocity) and $\chi_D$ is the ratio of the Doppler shift to the maximum Doppler shift $[\chi_D = (v - v_D)/\Delta v_D]$. Additionally, $P_g(\chi_D)$, $P_a(\chi_D)$, and $P_{\sigma}(\chi_D)$ are the second-, fourth-, and sixth-order Legendre polynomials.22 The $g_i$ are functions of the renormalized bipolar moments $\beta_0^i(k, l)$ that describe the correlations between $\mathbf{m}$, $\mathbf{v}$, and $\mathbf{J}$.

$$
g_0 = b_0 + b_1 \beta_0^2(02),$$

$$
g_2 = b_2 \beta_0^2(20) + b_2 \beta_0^2(22) + b_2 \beta_0^2(22) + b_2 \beta_0^2(24),$$

$$
g_a = b_a \beta_0^2(42) + b_a \beta_0^2(44) + b_a \beta_0^2(44),$$

$$
g_P = b_P \beta_0^2(64).$$

(3)

Here, $b_0...b_9$ are bipolar moment multipliers; they are calcu-

TABLE I. Bipolar moment multipliers $b_0...b_9$ for the three geometries used in these experiments.

<table>
<thead>
<tr>
<th>Geometry I</th>
<th>Geometry II</th>
<th>Geometry IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J$</td>
<td>$R$</td>
<td>$P$</td>
</tr>
<tr>
<td>1</td>
<td>1.1000</td>
<td>-0.2171</td>
</tr>
<tr>
<td></td>
<td>1.0000</td>
<td>-1.0000</td>
</tr>
<tr>
<td>2</td>
<td>1.0667</td>
<td>-0.3602</td>
</tr>
<tr>
<td></td>
<td>1.3333</td>
<td>-0.6395</td>
</tr>
<tr>
<td>8</td>
<td>1.0588</td>
<td>0.0476</td>
</tr>
<tr>
<td></td>
<td>1.0412</td>
<td>0.3949</td>
</tr>
<tr>
<td></td>
<td>1.0412</td>
<td>0.4659</td>
</tr>
<tr>
<td></td>
<td>1.0412</td>
<td>0.1953</td>
</tr>
<tr>
<td></td>
<td>1.0412</td>
<td>0.3288</td>
</tr>
<tr>
<td></td>
<td>0.0268</td>
<td>0.1089</td>
</tr>
<tr>
<td></td>
<td>0.0268</td>
<td>0.0345</td>
</tr>
<tr>
<td></td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

*Appropriate for the $R$ and $P$ branches of a $Σ-Σ$ electronic transition. Collection of undispersed fluorescence is assumed and no nuclear spin effects are included.

FIG. 1. The photolysis ($k_p$, $ε_p$) and probe ($k_a$, $ε_a$) laser beam geometries; $k$ and $ε$ are the laser propagation directions and polarizations; the detector $D$ detects all polarizations. I is a mutually orthogonal geometry; II is the coaxisally detected geometry with $ε_p∥ε_a$; IV is the coaxisally detected geometry with $ε_p∥ε_a$.  
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lated constants for a given fragment J, probed rotational transition, and experimental geometry. Table I lists the bimolecular moment multipliers that are appropriate for the H₂ (J = 1, 4, 8) B 1Σ⁺ → X 1Σ⁺ transition for the three geometries used in this experiment. Hyperfine depolarization effects are not included. Para H₂ has no nuclear spin (I = 0) and hyperfine depolarization is negligible for ortho H₂, which has I = 1.17

The line profiles have contributions from Legendre polynomials up to Pₖ(χ₀), but the g₂P₂(χ₀) is expected to dominate the structure of each line. This is because the bimolecular moment multipliers for g₄ and g₆ are small compared to g₂, and furthermore, the higher-order bipolar moments are expected to have a smaller magnitude than the lower-order moments.14 If the g₄P₄(χ₀) and g₆P₆(χ₀) terms are neglected, the line shape function is expressed as

$$g(\chi_0) = \left[ \frac{1}{1/(2\Delta

Here, I is the integrated peak intensity, βₑff is the effective line shape parameter, and θₑ is the angle between the photolysis polarization and the probe laser propagation axis. For the counterpropagating laser geometries used in these experiments, θₑ is always 90°. The effective line shape parameter as expressed by Dixon is

$$βₑff = \left( \frac{b_2β₂(20) + b_3β₃(22) + b₅β₅(22)}{b_0 + b₅β₀(02)} \right) P_2(\cos θₑ).$$  (5)

The alignment of the J vector in the lab frame is typically given by A₀(0) (Ref. 23) which equals $\frac{1}{2}β₀(02)$ in Dixon's analysis. The spatial anisotropy, often referred to as β, equals 2β₀(20). The other correlations in this analysis are the (v·J) correlation $β₀(22) = \langle P_2(\cos ω'_v) \rangle$, where ω'_v is the angle between v and J, and the (μ·v·J) correlation $β₅(22)$.

Both a P and an R branch for each H₂ (v,J) state were measured two to six times for three combinations of photolysis and probe laser polarizations. The line profiles were least-squares fit to the line shape function (which was convoluted to a Gaussian to account for initial parent velocities and the probe laser bandwidth7) to determine the intensity, maximum Doppler shift, and line shape parameter. Since our detection is unpolarized, each geometry is the average of two of Dixon's standard cases.14 The geometries shown in Fig. 1 correspond to his cases 1 and 2, 9 and 10, and 11 and 12.

### Table II. The H₂ (v,J) vector correlations from photodissociation of 2¹H₂CO

<table>
<thead>
<tr>
<th>v</th>
<th>J</th>
<th>$A₀^{21\text{nc}}$</th>
<th>$β₀(22)$</th>
<th>$β₅(22)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>0.52 ± 0.02 (^a)</td>
<td>-0.20 ± 0.03</td>
<td>-0.09 ± 0.02</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0.50 ± 0.02</td>
<td>-0.09 ± 0.02</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-0.10 ± 0.02</td>
<td>-0.12 ± 0.03</td>
<td>-0.10 ± 0.02</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-0.12 ± 0.03</td>
<td>-0.26 ± 0.09</td>
<td>-0.10 ± 0.03</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-0.15 ± 0.04</td>
<td>-0.24 ± 0.07</td>
<td>-0.10 ± 0.02</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-0.18 ± 0.05</td>
<td>-0.19 ± 0.10</td>
<td>-0.02 ± 0.03</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-0.20 ± 0.11</td>
<td>-0.20 ± 0.11</td>
<td>-0.02 ± 0.03</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-0.21 ± 0.13</td>
<td>-0.28 ± 0.12</td>
<td>-0.08 ± 0.07</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-0.21 ± 0.13</td>
<td>-0.38 ± 0.12</td>
<td>-0.12 ± 0.28</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)The first entry for each rotational state corresponds to an analysis assuming a single recoil velocity; the second entry corresponds to the analysis assuming a Gaussian recoil velocity distribution with a fwhm equal to 14% of the average velocity.

\(^b\)From Ref. 7.

\(^c\)The error bars in this column are twice the standard error from the least-squares fitting program.

\(^d\)The error bars are ± 2 standard deviations of the mean.
TABLE III. The H₂ (v,J) vector correlations from photodissociation of 4¹ H₂CO.

<table>
<thead>
<tr>
<th>ν</th>
<th>J</th>
<th>A₂ν²(21)</th>
<th>β</th>
<th>β²ν(22)</th>
<th>βν(22)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0.00 ± 0.07</td>
<td>-0.10 ± 0.05</td>
<td>-0.16 ± 0.02</td>
<td>-0.01 ± 0.02</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.05 ± 0.07</td>
<td>-0.09 ± 0.04</td>
<td>-0.23 ± 0.04</td>
<td>0.02 ± 0.02</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0.10 ± 0.16</td>
<td>-0.05 ± 0.06</td>
<td>-0.23 ± 0.16</td>
<td>0.00 ± 0.04</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0.08 ± 0.16</td>
<td>-0.35 ± 0.03</td>
<td>-0.36 ± 0.10</td>
<td></td>
</tr>
</tbody>
</table>

*From Ref. 7.

The error bars in this column are twice the standard error from the least-squares fitting program.

The error bars are ± 2 standard deviations of the mean.

The alignment \[ \beta_0^2(02) = \frac{1}{2} A_0^{(21)} \] was determined from integrated line intensities and was used as an input into Eq. (5). The set of six Doppler line shapes for each H₂ (ν,J) yield six separate values of \( \beta_{eff} \) that are converted into three bipolar moments via a least-squares fit to the solution of a set of over-determined simultaneous equations. Tables II and III list all of the product H₂ spatial anisotropies, (ν,J), and (μ-v-J) correlations measured in these experiments: H₂ (ν = 1) from 4¹ and 2¹4¹ S₁ H₂CO photolysis, and H₂ (ν = 3) from 2¹4¹ S₁ H₂CO.

It has been assumed that the fragment velocity distribution is well approximated as a single velocity. The H₂ (ν = 1) data for the 2¹4¹ photolysis are reanalyzed using the broadest possible fragment velocity distribution to determine the effect of neglecting the velocity distribution. The broadest H₂ velocity distribution would result from an uncorrelated H₂/CO product quantum state distribution. The H₂ (ν = 1,J) velocity distributions are constructed by assuming that the H₂ (ν = 1,J) state is correlated with a Gaussian distribution of CO J states with a peak at J = 42, a full width half-maximum (fwhm) of 20, and a CO(ν = 1)/CO(ν = 0) population ratio of 0.10. This CO(ν,J) distribution closely matches the measured distribution from Ref. 3. The resulting H₂ (ν = 1,J) velocity distributions are approximately Gaussian with a fwhm equal to 0.14 of the peak velocity. The H₂ (ν = 1,J) Doppler line shapes are reanalyzed with the inclusion of this Gaussian fragment velocity distribution. These vector correlation results are compared to the single fragment velocity results in Table II. Table II clearly shows that the single fragment velocity approximation is quite good in this experiment.

III. DISCUSSION

A. Bipolar moment interpretation

Three methods have recently been developed to describe how the shape of a fragment LIF Doppler profile depends on the correlations between the parent absorption dipole moment μ, the fragment rotational vector J, and the fragment velocity vector v. One approach, developed by Hall et al., uses classical mechanics to calculate Doppler profiles for any spatial anisotropy and limiting values of the other vector correlations (e.g., v,J and v||μ). This approach is only valid in the limit of high fragment J (J greater than 10, perhaps) and is not expected to be suitable for analyzing low-J H₂ peak shapes from the photodissociation of H₂CO. The second approach, also developed by Hall et al., uses the quantum mechanical density matrix method, which is good for all values of J, but is computationally time consuming at high J.

Dixon has developed a third approach that is based on the semiclassical expansion of the correlated angular momentum and velocity distribution in terms of the expectation values of bipolar harmonics. The methods of Hall et al. are ideal for calculating line shapes for a given (known) set of vector correlations, but Dixon's method allows one (in principle) to invert measured Doppler profiles to obtain the bipolar moments which describe the vector correlations. However, it is not entirely clear whether Dixon's analysis is valid for fragments with low J.

Therefore, before discussing the physical significance of the measured bipolar moments, it is prudent to discuss the validity of Dixon's analysis at low J. This is done by compar-
ing line shapes calculated with Dixon’s analysis for an assumed spatial anisotropy and $\langle vJ \rangle$ correlation to line shapes calculated using the density matrix quantum method described by Hall et al. The calculation is for a prompt dissociation (no parent rotations prior to dissociation) and a single fragment recoil velocity is assumed. In order to simplify the density matrix quantum calculation, the calculations are performed for the case of $J$ being azimuthally symmetric about $v$. This is equivalent to having a diagonal density matrix when $v$ is the axis of quantization.

The expectation values for the bipolar moments in the limit of high fragment $J$ and prompt dissociation are

$$\beta = 2 \beta_0^2 \beta_0 \beta_0 (2n) = 2 \langle P_2 (\cos \theta') \rangle, \quad -1 < \beta < 2;$$

$$\beta_0^2 \beta_0 (22) = \langle P_2(\cos \phi) \rangle, \quad -1 < \beta_0^2 \beta_0 (22) < 1;$$

$$\beta_0 \beta_0 (22) = \langle - P_2(\cos \theta') P_2(\cos \theta) \rangle$$

$$- |\sin 2 \theta' | \sin 2 \theta' \cos (\phi' - \phi);$$

$$+ (\frac{1}{3} \cos^2 \theta' - \sin^2 \theta' \cos [2(\phi' - \phi')]) \rangle,$$

$$-1 < \beta_0 \beta_0 (22) < 1.$$  \hfill (6)

The vectors $v$, $J$, and $\mu$ are defined in the body-fixed coordinate system, where $z$ is along $\mu$ (the parent transition dipole). The polar angle between $v$ and $\mu$ is $\theta'$, the polar angle between $J$ and $\mu$ is $\theta$, and the angle between $v$ and $J$ is $\omega'$. The angles $\phi'$ and $\phi$ are the azimuthal angles for $v$ and $J$. The spatial anisotropy of the fragments $\beta$ indicates the tendency of $v$ to be along $\mu$ (positive value) or perpendicular to $\mu$ (negative value). The bipolar moment $\beta_0 \beta_0 (22)$ describes the triple vector correlation $\langle \mu \cdot v \cdot J \rangle$. Both $\beta$ and $\beta_0 \beta_0 (22)$ involve $\mu$ and their values will be decreased by parent rotation.

Here, $\beta_0 \beta_0 (22)$ is the second Legendre moment of the $\langle vJ \rangle$ correlation. It is independent of the laboratory frame because both $v$ and $J$ are defined relative to the molecule fixed axis system by the fragmentation dynamics. It reflects the tendency of $J$ to be parallel or antiparallel to $v$ (positive value), or perpendicular to $v$ (negative value).

The bipolar moments need to be determined for low $J$ in order to compare Dixon’s analysis with the density matrix approach. The strategy that is used here is to use the vectorial model of angular momentum; i.e., treat the angular momentum as a vector $J$ with magnitude $[J(J + 1)]^{1/2}$ that precesses around $v$ at an angle of $\omega'$, where

$$\cos \omega' = M_v / [J(J + 1)]^{1/2}.$$  \hfill (7)

Here, $M_v$ is the projection of $J$ onto $v$. The angle between $\mu$ and $J$ is defined in the same manner. The expectation values of the bipolar moments are obtained by substituting the expressions for $\cos \omega'$ and $\cos \theta'$ into the semiclassical arguments and summing over the appropriately weighted $M$ distribution. For example, the expectation value for $\beta_0 \beta_0 (22)$ is

$$\langle P_2(\cos \omega') \rangle = \sum_{M_v} \left( \frac{3M_v^2}{2J(J + 1)} - \frac{1}{2} \right) P(M_v),$$

where $P(M_v)$ is the population of the $M_v$ level and $\Sigma P(M_v) = 1$. Equation (8) is exact, but the analogous expressions for the higher-order Legendre polynomials are only valid in the limit of high $J$. The $M_v$ distribution, where

<table>
<thead>
<tr>
<th>$\beta = 2$</th>
<th>$\beta = 0$</th>
<th>$\beta = -1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v \parallel J^*$</td>
<td>$v \parallel J^*$</td>
<td>$v \parallel J^*$</td>
</tr>
<tr>
<td>$v \parallel J^*$</td>
<td>$v \parallel J^*$</td>
<td>$v \parallel J^*$</td>
</tr>
<tr>
<td>$\beta_0^2 (22)$</td>
<td>$1$</td>
<td>$1$</td>
</tr>
<tr>
<td>$\beta_0 \beta_0 (22)$</td>
<td>$1$</td>
<td>$1$</td>
</tr>
<tr>
<td>$\beta_0 \beta_0 (42)$</td>
<td>$1$</td>
<td>$1$</td>
</tr>
</tbody>
</table>

* Axial symmetry of $J$ around $v$ is assumed. The values in parentheses are the bipolar moments in the high $J$ limit; they are listed in Fig. 3 of Ref. 14.

**Corresponds to case (a) of Fig. 3 in Ref. 14.
**Corresponds to case (b) of Fig. 3 in Ref. 14.

Table IV lists the calculated bipolar moment expectation values for several limiting correlations of $\mu$, $v$, and $J$ for a fragment with $J = 1$ and for a fragment in the high $J$ limit. The corresponding $P(1)$ and $R(1)$ LIF Doppler line shapes appropriate for a $\Sigma - \Sigma$ electronic transition and geometry I (see Fig. 1) are shown as lines in Fig. 2. The symbols in Fig. 2 are the equivalent calculation using the density matrix quantum approach. The line shapes calculated using Dixon’s analysis agree exactly with the line shapes from the density matrix approach for every case in Fig. 2. Dixon’s analysis is expected to be equally valid in the case of a general photo-fragmentation (such as $\text{H}_2$CO), where the fragment $J$ is not expected to be azimuthally symmetric about $v$. 

$M_v$ is the projection of $J$ onto the body-fixed $z$ axis (defined to be along $\mu$), is related to $P(M_v)$ by (Ref. 25, p. 25)

$$P(M_v) = \sum \left[ \frac{d^J_{M,M_v} (\theta')}{} \right]^2 \langle \mu \cdot v \cdot J \rangle,$$

where $d^J_{M,M_v} (\theta')$ is a Wigner rotation matrix element.

Table IV lists the calculated bipolar moment expectation values for several limiting correlations of $\mu$, $v$, and $J$ for a fragment with $J = 1$ and for a fragment in the high $J$ limit. The corresponding $P(1)$ and $R(1)$ LIF Doppler line shapes appropriate for a $\Sigma - \Sigma$ electronic transition and geometry I (see Fig. 1) are shown as lines in Fig. 2. The symbols in Fig. 2 are the equivalent calculation using the density matrix quantum approach. The line shapes calculated using Dixon’s analysis agree exactly with the line shapes from the density matrix approach for every case in Fig. 2. Dixon’s analysis is expected to be equally valid in the case of a general photo-fragmentation (such as $\text{H}_2$CO), where the fragment $J$ is not expected to be azimuthally symmetric about $v$. 

$M_v$ is the projection of $J$ onto the body-fixed $z$ axis (defined to be along $\mu$), is related to $P(M_v)$ by (Ref. 25, p. 91)

$$P(M_v) = \sum \left[ \frac{d^J_{M,M_v} (\theta')}{} \right]^2 \langle \mu \cdot v \cdot J \rangle,$$

where $d^J_{M,M_v} (\theta')$ is a Wigner rotation matrix element.
B. (ν-J) correlation

Some discussion is needed on our ability to measure the (ν-J) correlation using the $H_2$ B-X transition, which only has P and R branches. At high J (say greater than J = 6), the P and R branch of a given J have virtually the same line shape. It becomes very difficult to distinguish effects due to the spatial anisotropy from the effects due to the (ν-J) correlation. Measuring a Q-branch line greatly helps because the (ν-J) correlation changes the line profiles in the opposite sense from P and R branches. Similarly, one could measure the profiles with the probe propagation direction along the photolysis electric vector; this would aid in separating the effects of β from the (ν-J) correlation. However, as Fig. 2 shows, P- and R-branch line profiles are very different for a given (ν-J) correlation at low J. The inability to discriminate the (ν-J) correlation from the spatial anisotropy in this experiment at higher fragment J is seen in the larger error bars for $H_2$ (ν = 1, J = 8) in Table II.

Figure 3 shows the P(1) and R(1) $H_2$ (ν = 1) line profiles measured using geometry I. The simulated line profiles have a $\beta_{eff}$ calculated with Eq. (5) using the measured values of the bipolar moments. The calculated $\beta_{eff}$ agree well with the $\beta_{eff}$ obtained by finding the best fit parameters for each individual line. The difference in the measured P(1) and R(1) $H_2$ line shapes clearly shows that the (ν-J) correlation, $\beta_{0}^{\nu}(22)$, is negative. The values of $\beta_{0}^{\nu}(22)$ are, within the error bars, constant as a function of $H_2$ (ν, J) and photolysis transition. The weighted average for all of the $H_2$ (ν, J) fragments measured is $\beta_{0}^{\nu}(22) = -0.23 \pm 0.02$ which is closer to the limit of νJ $\beta_{0}^{\nu}(22) = -0.5$ than to νJ $\beta_{0}^{\nu}(22) = 0.25$ for J = 1 and $\beta_{0}^{\nu}(22) = 1.0$ for high J.

C. Spatial anisotropy

Formaldehyde predissociates and the lifetime of the excited state is long (2$^4$' S, τ ~ 50 ns) compared to the parent rotational period. The many parent rotations prior to dissociation are expected to reduce the laboratory frame correlations that are the rotational alignment $A^{(2)}_{\theta}$, the spatial anisotropy β, and the (ν-ν-J) correlation $\beta_{2}^{\nu}(22)$.

In particular, the laboratory frame correlations from photolysis on the $^3P_{J}(1)\sigma$ line should be zero because the excited state parent molecule has J = 0, and therefore, its rotational wave function is isotropic. Tables II and III show that the $A^{(2)}_{\theta}$, β, and $\beta_{2}^{\nu}(22)$ values measured for this photolysis are near zero, which is a good indication that there are no gross systematic errors in this experiment. One potential systematic error is that the $^3P_{J}(1)\sigma$ H$_2$CO line is not resolved from the $^3Q_{J}(3)\epsilon$ line. At the measured H$_2$CO rotational temperature of 5 K, photolysis of the $^3Q_{J}(3)\epsilon$ line accounts for 10% of the products.

Figure 4 shows the $H_2$ (ν, J = 0) line shapes for photolysis on the $'R_{2}(0)\epsilon$ line of 2$^4$' and 4$^4$' H$_2$CO. The $H_2$ (J = 0) has no (ν-J) correlation and the line shapes directly reflect the spatial anisotropy β. For the experimental geometries employed here, round lines correspond to a positive anisotropy and dipped lines to a negative anisotropy. Figure 4 clearly shows that the anisotropy is sensitive to the S$_1$ H$_2$CO vibrational state.
Figure 5 shows the spatial anisotropy as a function of the \( \text{H}_2 \) \((v,J)\) state for photolysis on the \( ^1R_{0u}(0) \) line of \( 2^4S \) \( \text{H}_2\text{CO} \). In the \( 2^4S \) photolysis, the anisotropy parameter has a large \( J \) dependence, and \( \beta \) for \( \text{H}_2 \) \((v = 3)\) is greater than for \( \text{H}_2 \) \((v = 1)\) by about 0.3 for all of the \( J \) measured. Figure 6 shows the \( R(0) \), \( R(4) \), and \( R(8) \) \( \text{H}_2 \) \((v = 1)\) line profiles for the \( 2^4S \) \( ^1R_{0u}(0) \) photolysis. The \( R \)-branch line shapes are most sensitive to the spatial anisotropy (see for example Fig. 2) and Fig. 6 clearly shows that \( \beta \) is relatively large and positive for \( \text{H}_2 \) \((v = 1, J = 0)\) and \( \text{H}_2 \) \((v = 1, J = 8)\) while it is small (and slightly negative) for \( \text{H}_2 \) \((v = 1, J = 4)\). As a further check of the anisotropy trend with \( \text{H}_2 J \)-state, the \( \text{H}_2 \) \((v = 1)\) data were reanalyzed with a fixed anisotropy equal to the measured for \( \text{H}_2 \) \((v = 1, J = 0)\) \((\beta = 0.52)\). The least-squares fit has large positive \((vJ)\) correlations \((\beta_0^0(22) \approx 0.6)\) and the fits to the line shapes are extremely poor. The spatial anisotropy \( J \) dependence from photolysis to \( 4^3S \) \( \text{H}_2\text{CO} \) is different from the \( 2^4S \) photolysis. The anisotropy has a much smaller \( H \) \( J \) dependence and \( \beta \) is the same for \( \text{H}_2 \) \((v = 1, J = 0)\) and \( \text{H}_2 \) \((v = 3, J = 0)\) (which was the only \( \text{H}_2 \) \((v = 3)\) state measured for the \( 4^3S \) photolysis).

One can only speculate on the observed trend of \( \beta \) with fragment \( J \) for the \( 2^4S \) \( ^1R_{0u}(0) \) photolysis. In the framework of an impulsive model, the peak of the \( \text{H}_2 \) product state distributions is determined by the transition-state geometry and the width arises from motions in the transition-state nor-
nal modes. The $J = 0$ and $J = 8$ populations are small since there are only a few special transition-state geometries and momenta which produce $H_2$ in low or high rotational states. The $H_2$ products from these special geometries must have a large and positive anisotropy. However, the populations in $J_{H_2} = 2-6$ are considerably larger. There are many transition-state motions that lead to intermediate rotational states with a corresponding distribution of recoil velocity directions. This causes a reduction of the observed anisotropy. As a result, the anisotropy is larger for the extremes of the distribution and reduced for the majority of the rotational product states. However, this idea is not substantiated by the simplest execution of this model (see Sec. III D).

Furthermore, the strong dependence of the anisotropy parameter on $J_{H_2}$ for photolysis on the $2^2 A^1 R_0(0)$ line may be anomalous. The $R(0)$ and $P(4)$ $H_2$ ($v = 1$) Doppler profiles were measured for photolysis to several different $2^2 A^1$ rotational levels. The only photolysis line that produced a tremendous difference in the $R(0)$ and $P(4)$ line shapes was the $R_{0}(0)$ line, which is a strong indication that the anisotropy difference between fragments with $J = 0$ and $J = 4$ is not so great for photolysis on the other lines. Profiles for different geometries were not obtained, so a complete quantitative analysis of the vector correlations is not available.

The spatial anisotropies reported here are measured in the laboratory frame. Ideally, we want to learn about the dynamics in the molecule-fixed frame which can be accomplished by deconvoluting the effects of parent rotation on the measured anisotropy parameter. The effects of parent rotation of fragment anisotropy have been treated using classical mechanics by Jonah for linear molecules, and by Yang and Bersohn for symmetric tops. Both of these treatments average over a Boltzmann distribution of parent rotational states. For linear molecules with lifetimes $\tau$ long compared to the parent rotational period, the fragment anisotropy is reduced by a factor of $4^{29}$. The analysis for a symmetric top is much more complicated. If the transition dipole is along the top axis, the anisotropy as $\tau \rightarrow \infty$ is reduced by a factor of 4 to $6^{29}$. For excitation on a $b$-type transition of formaldehyde, Yang and Bersohn's theory predicts that the fragment anisotropy limits are $-0.18 < \beta < 0.09$.

In this work, $H_2$ anisotropies as high as $\beta = 0.8$ and as low as $-0.35$ have been measured, which is outside the range of the classical models ($-0.18 < \beta < 0.09$). Clearly, the classical approximations, which are applicable for parent molecules excited to high rotational states, and averaging over the parent rotational Boltzmann distribution, is not suitable for the well-defined and very low formaldehyde rotational states ($J = 1$) accessed in these experiments. Here, a model is presented where a parent molecule is excited to a well-defined rovibrational state in $S_0$. This state internally converts to a highly excited vibrational state of $S_0$ that dissociates over a steep repulsive barrier. The dissociation is considered to be impulsive such that the fragment kinetic energy is much larger than the rotational kinetic energy of the parent. The fragment recoil anisotropy measured in the lab frame is then a convolution of the distribution of the parent molecule-fixed axis frame in space at the instant of the dissociation and the recoil distribution of the fragments in the molecular frame. The fragment recoil distribution in the molecular frame is governed by the dynamics of the photodissociation.

Formaldehyde is a near-prolate, slightly asymmetric top. Symmetric top rigid rotor wave functions $\psi_{j,k,m}$ are used to describe the rotational states. Here, $K_a$ and $K_c$ are labels that represent the projection of $J$ on the molecular symmetry axis in the prolate and oblate symmetric top limits; $M$ is the projection of $J$ on the space-fixed axis of quantization, which is defined to be along the electric vector of the linearly polarized dissociation light. Excitation of the $2^2 A^1$ and $4^2 A^1$ bands of $S_1$ are $b$-type transitions; i.e., the transition dipole $\mu$ is in the plane of the molecule and perpendicular to the CO axis. The excitation light aligns $\mu$, not the symmetry axis, so the wave function will be expressed in a type II' representation ($x=+c$, $y=-a$, $z=b$) (Ref. 25, p. 268) so that the molecule-fixed $z$ axis is along the transition dipole. Excitation of the $2^2 A^1$ line ($1_{11} \rightarrow 0_{00}$) produces only the $M = 0$ level in $S_0$ due to the $\Delta M = 0$ dipole selection rule. The rigid rotor wave function for the $1_{11}$ ($M = 0$) level in the II' representation is

$$\psi_{1,1,1,0} = |100\rangle,$$

where $|JKM\rangle$ represents the normal symmetric top wave function

$$|JKM\rangle = [(2J+1)/8\pi^2]^{1/2}D_{JMK}^{(0)}(\phi,\theta,\chi),$$

where $D_{JMK}^{(0)}(\phi,\theta,\chi)$ is a Wigner rotation matrix element and $\phi$, $\theta$, and $\chi$ are the three Euler angles relating the body-fixed and space-fixed axis frames.

RRKM calculations that include tunneling corrections show that the rate of dissociation of $H_2$CO excited to the energies of this experiment ($\approx 1700 \text{ cm}^{-1}$ above the barrier) is slow ($\approx 600 \text{ ps}^{-1}$) with respect to the $H_2$CO classical rotational period. This implies that the appropriate rotational levels and wave functions to be used in the model will correspond to $H_2$CO on the $S_0$ surface near the transition state. Polik et al. have shown that $K_a$ is an "almost good" quantum number in $S_0$ $D_2$CO at energies near the barrier to dissociation. If $K_a$ is considered a good quantum number, then the selection rules for internal conversion are $\Delta J = 0$, $\Delta K = 0$, and $\Delta M = 0$. That is, the symmetric top wave function $|100\rangle$ also describes the rigid rotor wave function in $S_0$.

The probability $P_{J,K,M}(\phi,\theta,\chi)$ of finding the asymmetric top $z$ axis pointing into the solid angle element $d\Omega = d\phi \sin \theta \ d\theta \ d\chi$ is

$$P_{J,K,M}(\phi,\theta,\chi) d\Omega = |\psi_{J,K,M}(\phi,\theta,\chi)|^2 d\Omega.$$

(10)

The explicit form of $P_{J,K,M}$ for the $1_{11}$ ($M = 0$) rotational level is

$$P_{1,1,1,0}(\phi,\theta,\chi) = [3/(8\pi^2)] |D_{\infty}^{(0)}(\phi,\theta,\chi)|^2$$

$$= [3/(8\pi^2)] \cos^2 \theta.$$

(11)

This $\cos^2 \theta$ distribution is the same as the distribution parent axes have in a prompt dissociation. This simple model predicts that the limits on the anisotropy, as well as the other laboratory frame correlations, for photolysis on the $R_0(0)e$ line are equal to the limits for a prompt dissociation, which
are given in Eq. (6). A generalized version of this model that is appropriate for parent excitation on an arbitrary rotational transition has been formulated and is presented elsewhere.\textsuperscript{36,37}

The anisotropy measured for the $\text{H}_2 (v = 1, J = 0)$ fragment for 2\textsuperscript{1} S\textsubscript{1} H\textsubscript{2}CO $\rightarrow$ R\textsubscript{0} (0) photolysis is $\beta = 0.52$. According to the model, $\beta = 2 <P_2 (\cos \theta_1)>, $ which implies that $<P_2(\cos \theta_1) > = 0.26$, $<\cos^2 \theta_1 > = 0.51$ and the distribution of $\theta_1$ is centered about 45°. For $\text{H}_2 (v = 3, J = 0)$, $\beta = 0.85$, $<\cos^2 \theta_1 > = 0.62$ and $\theta_1 \approx 38°$. The same parameters for $\text{H}_2 (v = 1$ and $3; J = 0)$ from photolysis on the 4\textsuperscript{1} $\rightarrow$ R\textsubscript{0} (0) e line are $\beta = -0.35$, $<\cos^2 \theta_1 > = 0.22$ and 62°.

It is surprising that the fragment spatial anisotropies for photolysis on the $\rightarrow$ R\textsubscript{0} (0) e line of the 4\textsuperscript{1} and 2\textsuperscript{1} 4\textsuperscript{1} bands are so different. One possible cause is Coriolis coupling in S\textsubscript{1}. The K structure of the 4\textsuperscript{1} band is perturbed at higher K values by an a-type Coriolis interaction between the 4\textsuperscript{1} and 6\textsuperscript{1} levels.\textsuperscript{38} This would cause the transition dipole to have a component along the c axis as well as the a axis. This would increase the value of $\theta_1$ and reduce the measured anisotropy. However, a calculation using the known selection rules and a typical coupling constant ($\xi^a = 10$ cm$^{-1}$)\textsuperscript{39} shows that the 6\textsuperscript{1} vibrational level contributes less than 5% to the 4\textsuperscript{1} 1\textsubscript{11} level wave function. The 2\textsuperscript{1} 4\textsuperscript{1} band has a perturbation due to a b-type Coriolis interaction with the 3\textsuperscript{1} level.\textsuperscript{40,41} Once again, a simple calculation using the known selection rules and matrix coupling elements\textsuperscript{40} shows that the 3\textsuperscript{1} vibrational level contribution to the 2\textsuperscript{1} 4\textsuperscript{1} 1\textsubscript{11} level wave function is less than 1%.

The 4\textsuperscript{1} and 2\textsuperscript{1} 4\textsuperscript{1} bands are also perturbed by singlet-triplet interactions.\textsuperscript{38,41} The coupling matrix elements are small (0.01–0.10 cm$^{-1}$)\textsuperscript{38} and in general, only a few rotational levels of a given S\textsubscript{1} vibrational level are coupled to adjacent triplet rovibronic levels. None of the rotational levels that show magnetic activity due to singlet-triplet mixing can be assigned to the 4\textsuperscript{1} 1\textsubscript{11} level\textsuperscript{39} and the 2\textsuperscript{1} 4\textsuperscript{1} 1\textsubscript{11} level is not known to show magnetic activity.\textsuperscript{41}

Another possibility is that the dissociation dynamics for the different vibrational levels in S\textsubscript{0} are different. The various S\textsubscript{1} rotational levels are at different energies and almost surely couple to different vibrational levels of S\textsubscript{0}. Polik et al.\textsuperscript{32,33} have shown that the highly excited vibrational states of S\textsubscript{0} D\textsubscript{2}CO are strongly mixed at energies near the dissociation threshold; i.e., the basis function coefficients of the S\textsubscript{0} eigenstates are Gaussian random when the eigenstates are projected onto harmonic oscillator basis functions. However, quantum statistical fluctuations result in a large S\textsubscript{0} level-to-level variation of properties (e.g., lifetimes).\textsuperscript{32,33} This could result in different product state distributions and vector correlations for different photolysis. A more direct method to observe state-specific effects in the "lumpy continuum" of S\textsubscript{0} is to measure CO rotational distributions or H\textsubscript{2} vibrational distributions for photolysis to different S\textsubscript{1} rotational levels of a given vibrational band. Such experiments are now under way and preliminary results show that the peak of the J\textsubscript{CO} distribution shifts for photolysis to different 2\textsuperscript{1} 4\textsuperscript{1} S\textsubscript{1} rotational states.\textsuperscript{42} A change in the H\textsubscript{2} (v = 1)/H\textsubscript{2} (v = 3) ratio for different photolyses in the 2\textsuperscript{1} 4\textsuperscript{1} band has also been observed.\textsuperscript{36}

**FIG. 7.** (a) The ab\textit{initio} transition-state geometry and reaction coordinate.\textsuperscript{45} The inertial a and b axes are also shown. (b) The parameters used in the semiclassical impulsive model calculation. (c) The "effective impact parameters" $b_{\text{H}_2}$ and $b_{\text{CO}}; b$ is the impact parameter for the reaction. The points represent the H–H and CO centers of mass.

**D. Impulsive model**

The same impulsive model that successfully describes the H\textsubscript{2} and CO rotational distributions and the H\textsubscript{2}/CO product quantum state correlations\textsuperscript{3} is used to calculate the vector correlations. The model is similar to Levene and Valen-
tini's model\textsuperscript{43} and has previously been described in detail.\textsuperscript{7} The model combines the vibrational motions of the parent molecule with the modified impulsive model\textsuperscript{44} as applied to a planar tetra-atomic. Because H\textsubscript{2}CO predissociates, a geometry between the transition state and products is used instead of the traditional ground state geometry. Figure 7(a) shows Goddard and Schaefer's ab\textit{initio} transition-state geometry and reaction coordinate for the molecular dissociation of H\textsubscript{2}CO.\textsuperscript{4,10} The transition-state geometry is planar and bent and the reaction coordinate suggests a large impact parameter as has been experimentally observed.\textsuperscript{3,7} In the model, the impulse is applied between a point along the H–H line and a point along the CO line outside of the C nucleus. Fig-
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ure 7 shows the relevant parameters.

The energy available to be partitioned between product rotation and product translation is \( E_{av1} \) and is equal to the total energy available to the products minus the vibrational energy of the products. With this definition of \( E_{av1} \), the energy that is partitioned into CO rotation is

\[
E_{\text{CO}}^{\text{rot}} = \frac{E_{av1}}{1 + \left[ \mu_{\text{CO}} \frac{r_{\text{CO}}^2}{\mu_{\text{H}_2-\text{CO}}} b_{\text{CO}}^2 \right] + \left[ \mu_{\text{H}_2} \frac{r_{\text{H}_2}^2}{\mu_{\text{H}_2}} b_{\text{H}_2}^2 \mu_{\text{H}_2} b_{\text{CO}}^2 \right]},
\]

where \( \mu_{\text{CO}} \) and \( \mu_{\text{H}_2} \) are the reduced masses of CO and \( \text{H}_2 \) and \( \mu_{\text{H}_2-\text{CO}} \) is the reduced mass of \( \text{H}_2-\text{CO} \) \( = m_{\text{H}_2} m_{\text{CO}} / (m_{\text{H}_2} + m_{\text{CO}}) \). The "effective AB impact parameter" \( b_{AB} \) is the shortest distance from the AB center of mass to the line along the impulsive force [see Fig. 7(c)]. The \( \text{H}_2 \) rotational energy is calculated from

\[
E_{\text{H}_2}^{\text{rot}} = \frac{\mu_{\text{CO}} r_{\text{CO}}^2 b_{\text{H}_2}^2}{\mu_{\text{H}_2} r_{\text{H}_2}^2 b_{\text{CO}}^2} = \frac{B_{\text{H}_2} b_{\text{H}_2}^2}{B_{\text{CO}} b_{\text{CO}}^2},
\]

where \( B_{\text{H}_2} \) and \( B_{\text{CO}} \) are the rotational constants for the appropriate vibrational states of the product \( \text{H}_2 \) and CO. The magnitude of the \( \text{H}_2 \) angular momentum \( j_{\text{H}_2} \) is given by

\[
j_{\text{H}_2} / \hbar = (E_{\text{H}_2}^{\text{rot}} / B_{\text{H}_2})^{1/2}.
\]

The direction of the angular momentum is perpendicular to the plane of the parent; i.e., \( j_{\text{H}_2} \) is perpendicular to \( \mathbf{v} \) and \( \mathbf{\mu} \).

The impulsive model only gives a single value for \( j_{\text{H}_2} \), \( \omega_{\text{f}} \), and \( \theta^* \). It does not account for a distribution of rotational states or angles. Parent rotation and vibration can transfer angular and linear momentum to the fragments. Because low J states of \( \text{H}_2\text{CO}(S) \) are excited in this work, parent rotation is expected to transfer very little momentum to the products. Therefore, only the effect of parent vibrational motion on the product rotational distribution is considered here. The \textit{ab initio} transition-state geometry and normal coordinates are used to describe the parent motions at the time of dissociation. The vibrations are treated quantum mechanically and are represented by harmonic oscillator wavefunctions. The phases of the five real modes are randomly selected, the Cartesian components of the linear momentum of each of the four atoms are determined, and the corresponding \( \text{H}_2 \) linear and angular momenta are classically calculated. The momenta from parent vibrational motion are added vectorially to the momenta from the impulsive force. The total fragment angular momentum is calculated and binned into the nearest quantum state. The angles between \( \mathbf{v} \), \( \mathbf{j} \), and \( \mathbf{\mu} \) (the parent \( b \) axis) are evaluated and the bipolar moments are calculated using the semi-classical expressions listed in Eq. (6). These values are weighted by the probability of being in that part of phase space. This is repeated many \((10^5-10^6)\) times until a suitable sampling of phase space has been accomplished.

The first set of calculations is performed using the same parameters that reproduced the rotational distributions in Ref. 7: zero-point vibrational excitation of the transition state with \( x_{\text{CO}} = 0.27 \) Å and \( x_{\text{H}_2} = 0.09 \) Å (corotating products). As a comparison, calculations are performed for \( x_{\text{H}_2} = -0.09 \) Å (counterrotating products) and for \( x_{\text{H}_2} = 0 \). Note that the rotational distributions are reproduced reasonably well for all three sets of these parameters.

Figure 8 compares the model results with the \( \text{H}_2 \) \((v=1)\) vector correlations measured for \( 2^1 \) \( S \) \( \text{H}_2 \text{CO} \) photolysis; the model predicts vector correlations for \( \text{H}_2 \) \((v=3)\) within 10% of the \( \text{H}_2 \) \((v=1)\) correlations. In general, the agreement between this simple impulsive model and the measured correlations is poor. Changing the model parameters makes only modest differences in the magnitudes of the correlations.

The total energy in the \( 2^1 \) \( S \) photolysis is about 1700 cm\(^{-1}\) above the barrier to dissociation.\(^{45}\) This energy is large enough to excite 1 or 2 quanta of the two lowest fre-

![FIG. 8. The \( \text{H}_2 \) \((v=1)\) impulsive model results with \( E_{av1} = 30 \) 260 cm\(^{-1}\) and \( x_{\text{CO}} = 0.27 \) Å.](image-url)
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quency modes of the transition state, $v_4$ (the out-of-plane bend) and $v_5$ (CH$_2$ wag). The model calculations are revised to include 1 or 2 quanta of excitation in these two modes. There are no major surprises. Increasing the out-of-plane bending excitation by one or two quanta produces a $(vJ)$ correlation with $v$ less perpendicular to $J$. This effect is more pronounced at low $J$ than at high $J$ [$\beta^{20}_{00}(22)$ increases by 0.19 for $J = 1$ and by 0.05 for $J = 8$ for 1 quantum of excitation in $v_4$]. There is very little effect on the spatial anisotropy and the $(\mu v J)$ correlation. One or two quanta of excitation in $v_5$ makes less than a 5% difference in all three of the vector correlations.

When using the ab initio transition-state geometry, there are no model parameters (including modest excitation of harmonic transition-state modes) that can simultaneously fit the $J_{CO}$ and $J_{HI}$ distributions (impact parameter $\approx 0.9$ Å) and have a negative anisotropy as observed for all of the product H$_2$ from the $4^3 \chi R_0(0)$ photolysis. Within the scope of this model, either the transition dipole is different for the two photolyses, or the average geometry at the instant of dissociation is different.

The simple impulsive model reproduces the fragment rotational populations reasonably well, but not the vector correlations. From this, it appears that the details of the potential surface and/or the dynamics at the transition state play a more important role in determining fragment vector correlations than fragment rotational distributions.

IV. CONCLUSIONS

Several bipolar moments of the H$_2$ $(vJ)$ correlated angular momentum and velocity distribution produced from the photodissociation of formaldehyde have been measured by analysis of Doppler-resolved LIF line shapes. The values of $\beta^{20}_{00}(22)$ are negative and, within the error bars, constant as a function of H$_2$ $(vJ)$ and photolysis transition. It is determined that the $(vJ)$ correlation is closer to the limit of $vJ$ than to $v^2 J$. The many parent rotations prior to dissociation do not completely smear out the lab frame vector correlations. Anisotropy parameters as large as 0.85 and as small as $-0.41$ have been measured which are outside the limits imposed by classical models of parent rotation. A quantum mechanical model for parent rotation accounts for the large magnitude of the measured anisotropy parameters. Photolysis on the $^1 \chi R_0(0)$ line of the 4$^3$ band produces fragments with $\beta < 0$ while photolysis on the same rotational transition of the 2$^1 \chi$ band produces fragments with $\beta > 0$. It is not known if the different anisotropies are caused by differences in the parent transition dipole moment or by differences in the dissociation dynamics. The simple impulsive model that reproduces the fragment rotational distributions and product quantum-state correlations does not adequately describe the measured H$_2$ $(vJ)$ vector correlations.
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17 The notation $2\omega L$ refers to absorption from the vibronic origin of $S_0$ ($\omega _0$,...,$\omega _0$ = 0) to the vibrational level having 1 quantum of $v_4$ ($\omega _4$ = 1) and 3 quanta of $v_4$ ($\omega _4$ = 3) in $S_n$. Since all transitions in this work originate in the ground vibronic level, the subscript 0 is omitted. B. Schramm, D. J. Bamford, and C. B. Moore, Chem. Phys. Lett. 98, 305 (1983).

18 The notation $\chi_{J_n}(J_n)$ denotes a $\Delta K_n = + 1, \Delta J = 0$ transition in absorption from the $J_n \chi_n$ ground state. Symbols $o$ and $e$ indicate whether $J_n + K_n = \pm 1$ is odd or even. The rotational states are denoted $J_{K_n}$, where $K_n$ and $K$ are the quantum numbers of the state in the prolate and oblate symmetric top limits.


20 $P_5(x) = (1/2)(3x^2 - 1)$; $P_7(x) = (1/8)(35x^4 - 30x^2 + 3)$; $P_9(x) = (1/16)(231x^6 - 315x^4 + 105x^2 - 5)$.


23 R. N. Zare, Angular Momentum (Wiley, New York, 1988).


28 The Euler angle convention described in Refs. 25 and 26 is used.
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